This paper describes the use of computer-aided analysis for the design and development of an integrated financial management system by the Navy Material Command Support Activity (NMCSA). Computer-aided analysis consists of a set of procedures and computer programs specifically designed to aid in the process of applications software design, computer selection and performance evaluation. There are four major components: Problem Statement Language, Problem Statement Analyzer, Generator of Alternative Designs, and Performance Evaluator. The statement of requirements was written in ADS (Accurately Defined Systems) and analyzed by a Problem Statement Analyzer for ADS. The ADS problem definition was supplemented with additional information in order to create a complete problem definition. The analyzed problem statement was translated to the form necessary for use by the SODA (Systems Optimization and Design Algorithm) program for the generation of alternative specifications of program modules and logical database structures.
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1. Introduction

The problems inherent in the increasing use of the computer for information systems applications have provided the motivation for the development of tools for automating the production of applications software. The current methods for building information systems contain numerous deficiencies [1], and so computer-aided analysis of user requirements is proposed as the first step toward automated systems building [2, 3]. This approach follows the work of Langefors [4] and Teichroew [5, 6].

In this paper we describe a number of software systems for computer-aided analysis and how they were used to aid the Navy Material Command Support Activity in the design of a large information system.

The activities performed by the systems for computer-aided analysis consisted of (1) procedures for stating processing requirements, (2) automatic analysis of processing requirements, (3) the design of program structure (i.e. determining how many modules must be generated and the size of each module), (4) the design of logical file structures and a logical database, (5) selection of hardware (central processing unit, core memory size, auxiliary memory, input/output configuration), (6) the allocation of files to storage devices, and (7) the optimal selection of blocking factors for each file.

The software package for computer-aided analysis, design, and construction consists of problem statement, problem analysis, generation, and evaluation of alternative designs for process and data organization, code generation and implementation of the selected design. An overview is shown in Figure 1.

1.1 Computer-Aided Problem Statement Techniques and Analyzers

In 1971, when work began on the design problem discussed later in the paper, no existing problem statement technique was determined to be adequate for the complete expression of user requirements relevant to all aspects of systems design and optimization. Hence, two techniques, Accurately Defined Systems (ADS) and SODA Statement Language (SSL), were used. Features of ADS and SSL were eventually incorporated into Problem Statement Language (PSL) version 3.0 developed by the ISDOS Project [7, 8] at the University of Michigan.

ADS is a product of the National Cash Register Company (NCR) and is described by Lynch [9] and NCR [10]. SODA Statement Language was developed by Nunamaker [1]. Combined, the two techniques
were used to specify the requirements for the Navy Integrated Financial Management System. The time frame for the selection of equipment and design of the information system for the Navy did not allow development of a problem statement analyzer that included the forms orientation of ADS and the time and volume features of SSL. The use of the two languages (ADS and SSL) was an operational convenience to take advantage of existing software.

The combined problem statement consists of information on data volumes and frequency of input and output items. The data description, processing requirements, operational requirements, and time and volume information are expressed in units specified by the problem definer.

ADS is forms-oriented and is used to obtain much of the basic problem definition. SSL is used to express system design parameters and performance requirements, e.g., I/O volumes and frequencies for system design and performance optimization.

1.2 Accurately Defined Systems Methodology

ADS consists of a set of forms and procedures for systematically recording the information that a systems analyst would gather during compilation of the user requirements for the information system to be implemented. The essential elements of an ADS requirements statement include descriptions of (1) inputs to the information system, (2) historical data stored by the information system, (3) outputs produced by the information system, and (4) actions required to produce these outputs and the conditions under which each action is performed. The ADS analyzer used on the Navy project was developed at the University of Michigan [11, 12] and extended at Purdue University.

Computer-aided analysis of an ADS statement performs a number of checks and prepares a series of summaries of the statement of user requirements. The simplest kind of check performed involves the validation of ADS source statements to uncover any violations of the syntax rules of ADS problem statement. Rules relating to naming conventions, numbering conventions, information linking, and the like are specified to guide the user during problem definition.

Summary reports produced by computer-aided analysis include a dictionary of all data element occurrences, indices to all data elements and processes, matrices indicating the data elements required by each process and the precedence relationships among data elements, and graphical displays of the ADS forms submitted for analysis. The description of the relationship between data elements, reports, and variables follows the work of Langefors [4]. The data element dictionary consists of an alphabetical list of the data elements defined in the ADS statement, the places of occurrence of each element, and the information source of each occurrence. The indices assign a unique number to each data element and process to identify row and column positions in the matrices indicating incidence and precedence relationships. The incidence matrix uses process numbers as row indices and data element numbers as column indices to identify the data elements used in each computational process. The precedence matrix uses data element numbers as both row and column indices to indicate, for each data element, the data elements that must be computed before the first data element can be calculated. Complex checks of logical consistency and completeness indicate errors in data definition and linking of information sources. Finally, the graphical reports display the five kinds of ADS forms in the tabular manner as they would appear in manual use of ADS.

1.3 Systems Optimization and Design Algorithm

The SODA components used on the Navy project were: (1) SODA Statement Language (SSL), (2) SODA Statement Analyzer (SSA), (3) SODA Generator of Alternatives (SGA), and (4) SODA Performance Evaluator (SPE).

SSL consists of a set of forms for systematically gathering data on the volumes and frequencies of system inputs and outputs described in the ADS statement. SSL provides design parameters not available in the ADS description. The essential elements of an SSL statement include requirements data for: (1) inputs to the batch processing subsystem, (2) queries to the teleprocessing subsystem, and (3) reports produced by the information system.

Fig. 1. SODA (Systems Optimization and Design Algorithm).
SSA produces a number of networks which record the interrelationships of processes and data and passes the networks on to the SODA program concerned with the generation of alternative designs.

Each type of input and output is specified in terms of the data involved, the transformation needed to produce output from input, and stored data. Time and volume requirements are also stated. SSA analyzes the statement of the problem to determine whether the required output can be produced from the available inputs. The problem statement stored in machine-readable form is processed by SSA, which: (1) checks for consistency in the problem statement and checks syntax in accordance with SSL, i.e. verifies that the problem statement satisfies SSL rules and is consistent, unambiguous, and complete; (2) prepares summary analyses and error comments to aid the problem definer in correcting, modifying, and extending his problem statement; (3) prepares data to pass the problem statement on to SGA; and (4) prepares a number of matrices that express the interrelationship of processes and data.

SODA Generator of Alternatives (SGA) begins after the requirements have been stated, verified, and analyzed in SSA. SGA accepts, as input, the output of SSA and a statement of the available computing resources, hardware, and utility programs. The hardware and software file consists of data for the computer systems under consideration.

Fundamental to the SODA approach is the automatic generation of designs of program structure and file structure. This is the point at which SODA differs from other techniques such as SCERT [13] and CASE [14]. In order to use either SCERT or CASE, it is necessary that a system already be designed to obtain answers regarding feasibility. With SODA, the user has three options with respect to the generation of alternative system designs: (1) consider only SODA generated designs, (2) consider only designs generated manually, and (3) consider both sources of designs.

SGA takes the information from SSA, analyzes the alternative hardware and software information with respect to a specific design, and generates the specifications for the necessary CPU, core size, program structure, and data structure. SGA essentially computes the expected processing time required for alternative designs for each period of time [1].

SODA Performance Evaluator (SPE) involves examining feasible designs in an attempt to improve system performance. The optimization and performance evaluation phase searches for ways to improve the IPS (Information Processing System) design. SPE may return control to SGA to select another CPU or core size or to select another set of program modules and files.

SPE consists of a number of mathematical programming models and timing routines that are used to (1) optimize the blocking factors for all files, (2) evaluate alternative designs, i.e. specify the number and type of auxiliary memory devices, (3) assign files to memory devices, and (4) generate an operating schedule for running program modules.

These reports include: (1) a list specifying which of the available computing resources will be used, i.e. which computer system is required to do the job, (2) a list of the program modules specifying the input, output, and computations to be performed in each, (3) a list of files to be maintained specifying their format and manner in which they will be stored, i.e. an assignment of files to memory devices, and (4) a statement of the sequence and manner in which the program modules must be run to accomplish all the requirements.

2. Description of ADS and SODA Software

The NMCSA project was mainly concerned with a macro-level evaluation of alternatives for equipment selection and logical design. The SODA components required for a micro evaluation of alternatives were not used in this project. This section describes the computer-aided information systems design software packages used on the Navy Material Command Support Activity project.

The ADS requirements statement begins with the definition of all system outputs. The definition continues with the identification of information that enters the system in order to describe inputs to the system. The requirements statement is then completed with the definition of historical data retained in the system for a period of time, together with specification of computations and accompanying logic that subsequently use the input and historical data to produce system outputs.

Linking of information elements among the various ADS definitions is accomplished in two ways. First, each data element is assigned a unique name that is always used whenever that element appears in an ADS definition. Second, each use of a data element in a report, history, or computation definition is linked back to its information source elsewhere in the ADS description. All data elements are chained from output to input and each output can ultimately be expressed in terms of inputs to the system. Chaining is accomplished by assigning page and line numbers to all ADS forms, so each use of a data element can be uniquely identified by the form, page, and line on which the element appears. The ADS example describes the requirements of a financial application for the United States Navy Material Command Support Activity.

The financial application produces an output report entitled DIRECT CITATION ORDERS BY ORDER NO. Two data elements appearing on the report are of particular interest: M0002 MO-ENDG-DT (line 2 of Figure 2(d)) and Z053A (line 7 of Figure 2(b)).
Also, the financial application includes a historical file DIRECT CITATION ORDER & QUASI G/L having the following data elements of special interest on lines (2, 8, 20, 22, 23, 24) described in Figure 3(a).

Input to the application is from the COMPUTER/OPERATING SYSTEM with data element M0002 MO-ENDG-DT (line 2) being of special interest. The application requires one computation GROSS OBLIGATION-DIRECT CITE COMPUTATION that calculates Z053A from operands described on Figure 3(b). Since only one computation is required, no logic definition is necessary.

Note the facility for cross-referencing data elements among the various forms. For example, Section III of the report definition form in Figure 2(b) specifies the source of each element on the report. Similarly, each entry in the history and computation definition forms in Figure 3 includes an indication of the source of the data element specified. Since this example includes only report production and not master file maintenance, the source of all history data elements cannot be specified here. Furthermore, the forms may be incomplete in other respects, owing to the omission of nonessential details of this example.

In Figure 2(a), the Report Definition Form describes the printed output produced by the application. Section I documents the layout of the report by using the symbols identified in the upper right-hand corner to describe the printed fields. The number in parentheses below each field refers to the numbered items in Section III. Section III identifies the source of each data item appearing on the report. Cross-referencing is achieved by specifying H, C, or I for history, computation, or input, respectively, and by specifying page and line numbers that appear on every form. Section IV shows the sequence in which the output data is listed on the report.

Figure 2(c) is the Input Definition Form, a description of the input to the source program. Section I describes the format of the input record and is linked to the complete description of each field in Section II (refer to Figure 2(d)). Section II identifies the alphabetic, numeric, or alphanumeric character of each field and its size in number of characters.

The History Definition Form, a description of the master file maintained by the application, appears in Figure 3(a). Again, each field is completely described.

The Computation Definition Form is displayed in Figure 3(b). The Computation Definition Form lists the variable to be computed and the factors needed to perform the computation. Again, the source of each factor is specified. The entry in the sign column identifies the arithmetic operation to be performed.
ADS possesses obvious advantages over the traditional narrative requirements statement technique. Narrative statements are ambiguous and often incomplete, while ADS provides a standardized and systematic approach to system definition. ADS is both exact and precise while remaining hardware independent. ADS promotes effective communication among systems personnel by imposing a discipline that enables the efficient use of human and machine resources. The ADS technique enables checking for accuracy, consistency, and completeness of the requirements statement.

To determine the computer resource demands of the information system for which the design process was performed, additional data supplementary to the ADS statement was necessary. This need required the following data for each input and report described in the ADS statement: (1) ADS page number, (2) frequency of occurrence, (3) volume, and (4) a brief description.

This information was represented on SSL forms, along with query profile information which included frequency, size, source, and file reference information.

2.1 ADS Analyzer

The first module of the Problem Statement Analyzer for ADS (PSA/ADS) performs source deck validation, lists the input cards, creates a file containing all valid card images, and constructs a dictionary table to be used by other PSA/ADS modules. Source deck validation checks compliance with ADS syntax rules and detects errors that include (1) specification of an illegal form type, i.e. not Report, Input, History, Computation, or Logic, (2) improper form format, (3) an illegal data element name, and (4) invalid page or line numbering.

For each valid ADS entry, the dictionary table records:

1. The place of occurrence such as form type, page number, and line number.
2. The data element name.
3. The information source that specifies form type, page number, and line number.

The dictionary is sorted, in ascending order, according to the data element name and place of occurrence.

The second module of PSA/ADS prints the data element dictionary and constructs a symbol table containing data element names. From the sorted dictionary table, the second module lists the data elements in alphabetical order and provides the place(s) of occurrence and information source(s) for each data element.

An example of a dictionary entry for the data element D3231 DRCT-CIT-OTSTN-OBLN appears in Figure 4(a). The two occurrences of D3231 noted in the previous ADS example are indicated. During dictionary printing, the second module performs logical checks to detect the following errors and warnings: (1) no source of information, (2) no update for history data, (3) data element not used, (4) redundant inputs, (5) redundant histories, (6) a data element defined as both an input and the result of a computation, and (7) invalid back reference.

Also, the second module assigns a unique number to each data element and prints an alphabetical list of the data elements used in the ADS statement. Then the sorted dictionary table is again sorted, in ascending order, according to form type (report, input, computation, logic, history), page number, line number, and entry type.

The third module of PSA/ADS creates a file containing records of the computational processes defined in the ADS statement, prints a list of the computational processes, and generates matrices displaying the incidence and precedence relationships among the data elements and processes defined in the ADS statement. The third module reads entries from the twice-sorted dictionary table and, for each computation entry, the module writes one or more (depending on the number of operands in the computation) records on the file.
of computational processes. Each record has the symbol table pointer of the data element that appears as the result of the computation entry and the symbol table pointer of the data element that appears as an operand of the computation for which the first pointer identifies the result.

The third module generates the incidence matrix indicating the data elements that serve as results and as operands for each process. These relationships are easily derived from the result-operand pairs in the sorted process file. An example of the incidence relation for data element Z053A and the relevant subset of the incidence matrix appears in Figure 4(b). Also, an alphabetical list of the processes is generated, with the operands of each process listed alphabetically.

Finally, the twice-sorted process file is used to generate the precedence matrix indicating the direct precedents of each process. Data element I is said to be a precedent of data element J if I must be computed before J can be computed. A direct precedent of J is a precedent of J that is not also a precedent of any other precedents of J.

The fourth and final module reads the sorted card image file and prints the input in a tabular format similar to that of the ADS forms developed by NCR. Examples of the ADS forms from the previous ADS example appear in Figure 5.

2.2 Process Generation and Program Module Specifications from ADS Definition

The ADS problem statement contains the basic information required to generate program module specifications from processes that may be grouped into program modules to eliminate unnecessary transport of data from history files to program modules. For example, if it is determined that two processes require the same inputs and occur in the same processing cycle, e.g. daily, then the two processes become candidates for grouping into a single program module. SODA Generator of Alternatives (SGA) performs process generation by compiling four comprehensive summaries for each ADS-described report: (1) an input summary, (2) a history input summary, (3) a computation summary, and (4) a history output summary.

Fig. 4. PSA/ADS dictionary and incidence relation entries.
Fig. 5(b). PSA/ADS Input Definition Form.

<table>
<thead>
<tr>
<th>INPUT FORMS</th>
<th>ADS / I II</th>
<th>RELEASE 1</th>
<th>PAGE 418</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEFINITION FOR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFPS (PARAM) INPUT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APPLICATION</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FLD A (S)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAJOR LEVEL</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEVEL 20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

II. COMPUTATION FOR EACH FIELD IN SECTION 1 - 'INPUT MERGE LAYOUT'

<table>
<thead>
<tr>
<th>FIELD NAME</th>
<th>V/R</th>
<th>SEE LOGIC</th>
<th>O/R</th>
<th>FORM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5(d). PSA/ADS Computation Definition Form.

<table>
<thead>
<tr>
<th>COMPUTATION FORM</th>
<th>ADS / I II</th>
<th>RELEASE 1</th>
<th>PAGE 650</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMPUTATION DEFINTION FOR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFPS FORM STATUS REPORTING</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APPLICATION</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PREPARED BY</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DATE 12/6/72</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FACTOR TO BE COMPUTED</th>
<th>FACTOR &amp; FOLLOWED BY</th>
<th>SOURCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Since the source of each report item is specified in the ADS statement, all sources that are either input items or history items are included in the input and history input summaries, respectively. For report items whose sources are computation items, the input and history input items that are used as operand factors in the computations are placed into the input and history input summaries, since the sources of all computation operand factors are specified. Also, the computations required to produce the report items are placed into the computation summary. Finally, the history output summary is compiled by listing all history items whose sources are items listed in either the input, history input or computation summaries. Therefore, the history output summary indicates those history items that might be updated by the elementary module being specified.

After generating a process for each ADS-specified report, SGA searches for candidates for program module grouping in two ways. First, if some process requires history inputs (or inputs) either identical to or forming a subset of the history inputs (or inputs) required by another process, the two processes are identified as candidates for grouping. Second, if a predominant (approximately 90 percent) subset of the history inputs (or inputs) of some process is identical to a predominant subset of some other process, the two processes are identified as candidates for grouping. Finally, if the two candidates for grouping occur in the same processing cycle, grouping into a single program module is recommended by SGA.

SGA generates one complete feasible set of program module specifications. Phase 1 of SGA is a deterministic algorithm and traces the sources of data items that appear on reports in order to generate elementary processes. Phase 2 of SGA is a heuristic algorithm and searches for elementary processes to be grouped into program modules according to the specified decision rules.

2.3 SODA Macro Simulation

In most cases, it is not appropriate to perform a micro-level performance evaluation, when many system design factors have not been specified. Therefore, a macro simulation can be useful as an aid in the specification of the complete systems design.

The SODA macro simulation model was used to evaluate the performance of the alternative computer systems under various simulated workload conditions. The macro simulation reports serve as an aid in design and performance evaluation of alternative design factors. The macro simulation was used to test the sensitivity of the performance considerations on various hardware and software design parameters. Among the system factors simulated at the macro level were (1) the number and capabilities of various devices, (2) specification of system software organization, (3) distribution of teleprocessing arrivals during various periods in the day, (4) query profiles, (5) scheduling of I/O devices to channels, (6) resource queue characteristics and (7) batch scheduling and job profiles.

The macro simulation was used to isolate potential problem areas and determine bottlenecks. This analysis was used to evaluate resource utilization, system throughput, batch turnaround, query response time, overall system behavior, etc.

The SODA Macro Simulator is an event oriented simulator not unlike that presented by MacDougall [15]. The major structures maintained by the model during simulation are a job status table, a list of events, various queues, resource status tables, and job and resource utilization statistics tables (Figure 6). Examples of the SODA Macro Simulator output are presented in Figure 7.

The manner in which the model simulates job interaction with the database was of particular interest, owing to the sensitivity of the data management system with respect to particular applications. The procedure differs from that used for ordinary I/O requests to and from disk.

Database accesses were classified by function and complexity. The primary functions were updating and retrieval. In addition, each function was further subdivided into various categories of access complexity. Complexity was characterized by such factors as the number of keys specified in a retrieval request and the number of indices that must be searched in order to find the desired database record. Overall, database performance was determined by the size of the database and by the type of physical storage structures employed to represent logical data structures.

The characteristics, e.g. size and physical storage structure, of the database were specified initially in the simulation model. Each type of database request, e.g. update or retrieval, was characterized by the various levels of complexity permissible. Based on this data, the model generated estimates of the processing time of each type and of the complexity of database request made by the jobs in the simulated mix.

3. Experience With a Large "Real World" Application

The work specifically reported in this paper was done for the United States Navy Material Command Support Activity (NMCSA). The statement of requirements for a financial management system was expressed in ADS by a large accounting firm. The ADS analyzer was used to check the ADS statement of requirements for completeness, consistency, and logical accuracy.

The ADS analyzer produced information and reports that were used by the SODA Statement Analyzer. SODA was then used to generate preliminary designs of program structure and logical database structure.
for the batch application part of the system, and to recommend a computer system for the entire financial management system.

3.1 Organizational Environment

NMCSA financial management personnel are currently using ADS to state the requirements of a large information system. This Integrated Financial Management System (IFMS) is a large-scale design and implementation effort for more effective financial management, particularly procurement accounting, within the agency. The systems design effort commenced in May 1971, and is expected to continue for four to five years at a cost of twelve million dollars.

The purpose of the system is to centralize information flow and satisfy the information requirements of a variety of decision makers. The principal communicators in the system are the requiring manager or financial manager, participating manager, and procurement manager. The decision makers observe a hierarchy of authority delegation and reverse order for accountability.

Initial authority is received by the Comptroller of the Navy from the office of the Secretary of the Navy. In the case of a fund allocation, the Comptroller issues a program fund allocation with program values at the line item budget level. The funding then is routed through the responsible office to the administering office. Here, funding proceeds to the requiring/financial manager level where responsibility lies for execution, modification, and delivery of the system within cost and schedule objectives. At this level, monthly approval is considered for interim actions. The requiring/financial manager issues project directives which delegate specific authority to the participating manager level operatives. Figure 8 describes the organizational hierarchy (left) and the corresponding budget level (right).

Fund status inquiries are used to maintain fund control at the project directive line item level. Contract status inquiries are used to control delivery dates and funds for contract items.

Fund status inquiries are characterized by funded project directives and planning project directives. The planning project directive allows for procurement of long lead-time items. The funded project directive serves a shorter cycle time and therefore has a high activity level of inquiry and update.

Contract status inquiries are primarily identified with the procurement manager. Once a funded project directive is established, the information updates revolve around completion status of tasks in line with procurement. The procurement manager updates the contract status, which is observed by the participating manager and the requiring/financial manager.

The basic objective is to significantly improve the timeliness of accounting/financial management information reported by the agency's accounting system to reduce input, processing, and reporting time. This facilitates elimination of most memorandum record systems.

The first module of the system to be implemented is the Procurement Accounting and Reporting Subsystem (PARS). This subsystem is intended to normalize information flow concerning procurement accounting. This subsystem includes: (1) funds accounting, (2) planning documents, (3) contract accounting, (4) fiscal and program status, and (5) other items related to appropriations.

3.2 Behavioral Experience With ADS

The first objective of the introduction of ADS into any environment is gaining user acceptance. ADS represents deviation from the established practices and initial resistance to change often occurs. As a result, many questions are raised regarding ADS and its impact upon the organization.

In response to this initial user reaction, an ADS training program is advisable. However, ADS is so simple and straightforward that less than one day of intensive training is all that is necessary to adequately prepare individuals in its use. Then further training is required only to deal with the specific restrictions imposed upon the use of ADS by the ADS Analyzer.
**Fig. 7. Examples of SODA Macro Simulator Output.**

**SUMMARY FOR RUN (12-13)**

**RESOURCE USAGE/QUEUEING STATISTICS**

<table>
<thead>
<tr>
<th>RESOURCE</th>
<th>USE-TIME</th>
<th>USE-CT</th>
<th>WAIT-TIME</th>
<th>WAIT-MAX</th>
<th>Q-LENGTH</th>
<th>QL-MAX</th>
<th>TIME-QLN</th>
<th>NO. WAITS</th>
<th>AVG-Q-LEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM</td>
<td>0.000</td>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0</td>
<td>0</td>
<td>0.000</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>CTRLBLK</td>
<td>2166.021</td>
<td>557</td>
<td>1263.608</td>
<td>1.107</td>
<td>0</td>
<td>0</td>
<td>1263.608</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>CPU</td>
<td>1884.370</td>
<td>3128</td>
<td>908.948</td>
<td>2.139</td>
<td>0</td>
<td>0</td>
<td>908.948</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>CHAN1</td>
<td>1884.370</td>
<td>3128</td>
<td>908.948</td>
<td>2.139</td>
<td>0</td>
<td>0</td>
<td>908.948</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>CHAN2</td>
<td>288.842</td>
<td>1132</td>
<td>.932</td>
<td>.932</td>
<td>0</td>
<td>1</td>
<td>.932</td>
<td>0</td>
<td>1.000</td>
</tr>
</tbody>
</table>

**HOURLY SUMMARY**

- 95216 LINES PRINTED
- TP JOBS HANDLED 1130
- AVG RESPONSE TIME 3.02 SEC
- JOBS STARTED 1132, JOBS COMPLETED 1132
- JOB COMPLETION RATE 1132/1132 JOBS/HR.

**SYSTEM LOG**

- TP JOB REQUEST
- JOB PROFILE
  - FUND STATUS QUERIES REQUEST FROM PARAM
  - JOB 1 COMPLETED OUTPUT 191 CHRS TIME IN SYSTEM 4.96 SEC.
- TP JOB REQUEST
  - JOB PROFILE
    - FUND CERTIFICATION REQUEST FROM PARAM
    - JOB 3 COMPLETED OUTPUT 160 CHRS TIME IN SYSTEM 1719.10 SEC.
- TP JOB REQUEST
  - JOB PROFILE
    - FUND CERTIFICATION REQUEST FROM PARAM
    - JOB 2 COMPLETED OUTPUT 96 CHRS TIME IN SYSTEM 7.69 SEC.
- TP JOB REQUEST
  - JOB PROFILE
    - FUND CERTIFICATION REQUEST FROM PARAM
    - JOB 1 COMPLETED OUTPUT 137 CHRS TIME IN SYSTEM 5.16 SEC.

**WORKLOAD SUMMARY**

<table>
<thead>
<tr>
<th>NO. JOBS</th>
<th>NO. JOBS</th>
<th>CPU COMPLETION Utilization</th>
<th>AVG CM/JOBS</th>
<th>AVG RESPONSE (SEC)</th>
<th>PERCENT CHANCEL UTILIZATION</th>
<th>PERCENT CPU UTILIZATION</th>
<th>PERCENT TIME IDLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>6996</td>
<td>6996</td>
<td>874.50</td>
<td>12305.116</td>
<td>25.4</td>
<td>8.89</td>
<td>71.34</td>
</tr>
<tr>
<td>BCH</td>
<td>12</td>
<td>11</td>
<td>1.38</td>
<td>810.400</td>
<td>32.7</td>
<td>1180.73</td>
<td>20.47</td>
</tr>
<tr>
<td>INTERFACE</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.000</td>
<td>0.0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>DEVELOP</td>
<td>15</td>
<td>15</td>
<td>19.25</td>
<td>6468.000</td>
<td>89.9</td>
<td>68.80</td>
<td>8.19</td>
</tr>
<tr>
<td>SYS MAINT</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.000</td>
<td>0.0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>SHIWT I</td>
<td>7163</td>
<td>7161</td>
<td>695.12</td>
<td>19629.966</td>
<td>26.8</td>
<td>11.98</td>
<td>100.00</td>
</tr>
</tbody>
</table>

END OF RUN
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software. For example, the Analyzer restricts the length of data element names to forty characters.

The use of a form-oriented procedure such as ADS still requires a significant investment of time and effort to realize the return of a complete and consistent logical systems design. Still, a number of users with ADS experience agree that ADS has saved them considerable time during the specification of logical system design, because of the capability of the ADS Analyzer to provide feedback information to the user. The user should be able to do a better job of specifying his requirements, because he receives feedback much sooner in the system design cycle utilizing computer analysis of ADS. Ordinarily, in a completely manual narrative system, ambiguities and omissions in the logical system description are not discovered until physical design or even coding is well under way. By then, many aspects of the system design have been specified, so that resolution of difficulties may be impossible.

Physical system design is not the responsibility of the ADS user. Completion of the ADS logical description is followed by the physical system design process that provides the specifications for programming.

3.3 Performance of ADS

One physical year, consisting of 12 man-years of effort by problem definers, was required to generate a consistent statement of requirements. Though no actual logs were kept, approximately five iterations of each form were required before the final statement was found to be complete and consistent.

However, even though the problem statement was complete and consistent, this did not guarantee that the problem was defined correctly, i.e. the wrong requirements may have been stated properly.

Experience has demonstrated that ADS is adequate for specification of the logical system. However, an ADS description does not provide sufficient information for generation of physical system design. Data on system performance requirements was collected to supplement the ADS description in SODA Statement Language. Relevant data include specification of the frequency of occurrence of each ADS-described input and report and of the volume of each input, report, and history.

Other needed enhancements to computer-aided ADS include facilities for describing data structures and lookup tables and for decision tables expressing processing logic and input validation rules. Finally, additional software for generating report layouts and program test data would add significantly to computer aided ADS capabilities. Many of these enhancements are included in the SODA Statement Analyzer.

3.4 Program Module Grouping for the Navy Example

A large number of alternative designs were evaluated in determination of a hardware software configuration. The hardware options were manually reduced to three CPU classes. A feasibility study revealed the importance of maintaining a high degree of compatibility with another Navy 360/50 system, and due to interface problems the file design was constrained to IMS files. The alternatives to be evaluated were reduced to an IBM 360/50, 65 and 370/155 with a wide range of memory choices. This wide range of memory options led to the evaluation of 50 hardware configurations within the framework of the SODA Macro Simulator. The program designs were generated as a result of partitioning the application areas. This was done in an iterative fashion consistent with the generation of
the more than 50 alternative configurations. Software designs in general were generated.

For the information system under consideration SGA generated 62 program modules to produce the 79 ADS-specified reports. The PARS Module of IFMS for the Navy consisted of 647 processes and 791 unique data items. The size of the incidence matrix was $647 \times 791$ and the data element precedence matrix was $791 \times 791$.

For each program module, the module size and the number of arithmetic operations are derived from the quantity and complexity (e.g. alternative logic paths) of computations in the summary produced by SGA. Volume and size of history records input are derived from the history input summary produced by SGA. SGA performs summary analyses on all ADS-specified inputs required to produce each history item. User-provided data on input requirements was then used to derive the volume of the history item under scrutiny. The size of the history item is provided in the ADS description. Finally, twenty record groups were generated with each group containing history items that are used together in a fashion that implies logical connectivity. Each group of records forms the basis for defining history file structures. An overview of the program module specifications for fiscal reporting tasks is presented in Table I.

Note that process grouping into modules and history record grouping into files were performed in a manner that spreads the workload equally among the modules to the greatest extent possible. Workload sharing is made possible by minimizing the variance in the number of computations in each module and by minimizing the variance in the number of records in each file group.

4. Current Developments

The work described in this paper used techniques and procedures developed prior to 1969. An overview of computer-aided procedures for information systems design and construction being developed at the University of Arizona [8] is illustrated in Figure 9. The application system problem definer (1) states the system requirements in a Problem Statement Language (PSL[5, 7] (2)). The problem statement is analyzed by the Problem Statement Analyzer(PSA[6, 7] (3)) which determines the consistency and completeness of the problem statement and gives the problem definer feedback for modification of the problem statement. The PSL/PSA used in this effort was developed under the ISDOS Project at the University of Michigan. The language supports a nonprocedural description of system requirements and facilitates a top-down approach to requirement statement.

The process of defining the system requirements is handled in an iterative fashion using PSA. PSA serves as a tool in the problem statement process by continually giving feedback to the problem definer and maintaining a database containing the problem statement. PSA

<table>
<thead>
<tr>
<th>Application/program ID</th>
<th>Task type</th>
<th>Freq./month</th>
<th>Memory required (K bytes)</th>
<th>Language</th>
<th>File ID</th>
<th>Medium code</th>
<th>Avg. record length (char.)</th>
<th>Record volume</th>
<th>Avg. output length (lines)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiscal reporting</td>
<td>Print</td>
<td>1</td>
<td>150</td>
<td>Cobol</td>
<td>H1 H4</td>
<td>Disk</td>
<td>861</td>
<td>2200</td>
<td>340</td>
</tr>
<tr>
<td>1. Program budget status</td>
<td>Print</td>
<td>1</td>
<td>50</td>
<td>Cobol</td>
<td>H1 H5</td>
<td>Disk</td>
<td>243</td>
<td>2200</td>
<td>23000</td>
</tr>
<tr>
<td>2. Appn. status by FY and acct.</td>
<td>Print</td>
<td>1</td>
<td>35</td>
<td>Cobol</td>
<td>H1 H4</td>
<td>Disk</td>
<td>232</td>
<td>225</td>
<td>24000</td>
</tr>
<tr>
<td>3. Report on reimbursables</td>
<td>Print</td>
<td>1</td>
<td>100</td>
<td>Cobol</td>
<td>H1 H4</td>
<td>Disk</td>
<td>437</td>
<td>2000</td>
<td>1000</td>
</tr>
<tr>
<td>4. Report on obligations</td>
<td>Print</td>
<td>1/year June</td>
<td>50</td>
<td>Cobol</td>
<td>H1 H4</td>
<td>Disk</td>
<td>476</td>
<td>2200</td>
<td>800</td>
</tr>
<tr>
<td>5. Analysis of appropriations and fund balances</td>
<td>Print</td>
<td>1/year June</td>
<td>35</td>
<td>Cobol</td>
<td>H1 H4</td>
<td>Disk</td>
<td>232</td>
<td>225</td>
<td>24000</td>
</tr>
<tr>
<td>6. Line item report</td>
<td>Print</td>
<td>1</td>
<td>50</td>
<td>Cobol</td>
<td>H1 H5</td>
<td>Disk</td>
<td>263</td>
<td>2200</td>
<td>4700</td>
</tr>
<tr>
<td>7. Summary line item report</td>
<td>Print</td>
<td>1</td>
<td>35</td>
<td>Cobol</td>
<td>H1 H5</td>
<td>Disk</td>
<td>268</td>
<td>2200</td>
<td>4000</td>
</tr>
<tr>
<td>8. Procurement program progress report</td>
<td>Print</td>
<td>2/year June</td>
<td>25</td>
<td>Cobol</td>
<td>H1 H5</td>
<td>Disk</td>
<td>141</td>
<td>2000</td>
<td>4000</td>
</tr>
</tbody>
</table>
produces approximately 26 reports which describe process and data relationships and provide documentation as well as analysis of the problem statement. Once a complete and consistent problem statement is obtained, the PSA database contains sufficient information to proceed with the Logical System Design phase (3): Data Organization and Program Module Specification.

It was decided that for purposes of standardization of procedure and portability, a subset of the data structuring techniques of the Data Base Task Group (DBTG) Report [16] would be used as the basis for database load and edit programs, direct access storage device time generator, file organization processor, file assignment, channel subsystem, CPU-channel network queuing, line topology organizer, concentrator location, and blocking factor determination.
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